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Abstract. It is important for beginners practicing sports motions such
as tennis shots or baseball batting to check their own body movements
and the correct movements of skilled players, and to understand the dif-
ferences between them. However, checking each change in the features
of a body part in motion, such as the position, orientation, movement
speed, and rotational speed, is labor intensive. In this study, we propose
a method for visualizing simultaneous changes in multiple features of
one body part in one input motion with the spatial volume and �at ar-
rows. In our method, the changes in the three-dimensional (3D) position
and one-dimensional (1D) movement speed of a body part are simulta-
neously visualized as a spatial volume along the trajectory of the body
part, the radius of which varies with the movement speed. In addition,
changes in the 3D orientation of the body part and 1D rotational speed
are visualized using �at arrows, the size of which changes according to
the rotational speed. By generating these volumes and arrows for each
motion of beginners and experts, users can easily check for changes in
the features of body parts during these motions. In addition, users can
identify problems in their own motion by comparing these. Finally, we
present experimental examples of tennis shot and baseball batting mo-
tions.
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1 Introduction

It is e�ective for beginners practicing sports motions such as tennis shots or
baseball batting to imitate the motions of experts. To achieve this, it is neces-
sary to understand the changes in the characteristic quantities of the position,
orientation, movement speed, and rotational speed of body parts in the move-
ments of oneself and an expert as well as the di�erences between them. However,
checking the changes in each feature individually is labor intensive.

To solve this problem, this study proposes a method to visualize simulta-
neous changes in multiple features of one body part in an input motion with
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the spatial volume and �at arrows. In our method, the changes in the three-
dimensional (3D) position and one-dimensional (1D) movement speed of a body
part are simultaneously visualized as a spatial volume along the trajectory of
the body part, the radius of which varies with the movement speed. In addition,
the changes in the 3D orientation of the body part and 1D rotational speed are
visualized as a series of �at arrows, the size of which changes according to the
rotational speed. In this case, the arrows are drawn at the point where the body
part has moved or rotated by a certain amount, so that the arrows are displayed
appropriately even in a range where the orientation changes rapidly. Users can
review the visualized volumes or arrows of the body parts of the motion to grasp
the changes in the features. They can also compare the visualization of the mo-
tions of an expert and a novice to identify problems in the motions of novices.
In this study, we applied our methods to forehand shot motions in tennis and
batting motions in baseball, and evaluated the visualized results to determine
whether users could grasp the changes between the motions of an expert and a
novice.

The remainder of this paper is organized as follows: Section 2 outlines related
research and Section 3 describes the visualization system for motion features.
Sections 4 and 5 describe the methods for generating the spatial volume and �at
arrows, respectively. Section 6 presents the experimental results and discussion,
and Section 7 concludes the paper.

2 Related Work

Several training systems are aimed at imitating the motions of experts [1][2][3].
However, these only display the motions of beginners and experts and do not
speci�cally visualize the changes in the features of each motion or the di�erences
between them.

Several techniques have been developed for evaluating motions. For exam-
ple, a method has been proposed that draws motion as a single image [4] and
another method draws important postures on a timeline [5]. However, obtaining
information regarding movement, rotational speed, and orientation using these
methods is di�cult. Zhang et al. [6] developed the MoSculp system, which gen-
erates 3D shapes to represent the trajectories of body parts in motion; however,
this system cannot represent information regarding orientation or speed.

Many methods are available for visualizing changes in the positions and ori-
entations of body parts during motion. Oshita [7] proposed a method for visu-
alizing the temporal changes in the 3D position of a body part by generating a
spatial volume in which the distance from the trajectory is constant. However,
this method only visualizes the change in position and cannot capture informa-
tion on the movement speed of the body part. A method has also been proposed
to visualize temporal changes in the 3D orientation of a body part by generating
a �at arrow; however, this method only visualizes the change in orientation and
does not include information on the rotational speed. In addition, this method
generates arrows at constant distance intervals; if the orientation changes sig-
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ni�cantly over a short distance, important information regarding the change in
orientation is lost.

3 Motion Feature Visualization System

(a) Features (position and movement
speed)

(b) Features (orientation and rota-
tional speed)

Fig. 1: Example visualization of the change in features in a forehand shot of an
expert. (a) Visualizing changes in body part position and movement speed with
spatial volume. (b) Visualizing changes in orientation and rotational speed of
body parts with the direction and size of �at arrows.

3.1 Inputs and Outputs of System

The input data for this system are motion data of a novice and an expert ob-
tained using a motion capture device, a body part, and two features. Selectable
body parts are one of the major body parts (hand, foot, chest, waist, or knee);
features include the position or orientation and speed of movement or rotation.
Users select the body part and feature information to be visualized using key-
board operations. From this information, the system generates spatial volumes
or a series of �at arrows for each input motion, which visualizes the changes in
motion features. By observing them, users can review the simultaneous changes
in the features that they select. They can also grasp the di�erences in motion
between the novice and expert by reviewing or comparing the visualization re-
sults. When drawing an arrow, the correspondence between the direction of the
arrow and that of the body part is displayed on the screen, as shown in Figure
1(b). The volumes and arrows are generated using translucent polygons, and
those generated from each motion are distinguished by colors. In addition, the
postures of the beginner and expert motions are represented by black and white
stick �gures, respectively.

The input motion data are represented as a series of postures P. When a
human body model is provided, P is expressed as P = {p,o, r1, ..., rn}, where p
is the waist position, r is the waist orientation, and ri are rotations of all joints.
The position p is a 3D vector, and in this study, the orientation o and rotation
r are represented by a 3 × 3 matrix. The positions and orientations of the body
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parts in any frame, which are necessary to obtain the features, are computed
using forward kinematics.

3.2 Auxiliary Functions

The system provides a function that allows the user to play, stop, and rewind
the input motion, thereby enabling the user to check the motion in detail. The
system also allows the user to change the position of the camera and gaze point
freely, making it easier to grasp the shape of the motion, generated volumes, and
arrows. Several other auxiliary functions are also provided to make it easier to
grasp the appearance of changes in features when visualizing them using volumes
and arrows.

Emphasizing the shape of the volume in our method makes it easier to grasp
changes in the position and movement speed of body parts. Therefore, we pre-
pared a function to display the volume shape at regular movement distance
intervals using curves, as shown in Figure 1(a). This function can be activated
or deactivated by keyboard operations. In this study, the movement distance
interval was set to 0.4f .

By checking the features during the playback of the motion, the user can
grasp the changes in feature values in more detail. Therefore, this system displays
the shapes of the volume and arrow, which represent the features at the playback
time of the motion. The shape of the displayed volume is a curve, as shown in
Figure 1(a), and the arrow has a thick outer frame, as shown in Figure 1(b).
Whether this function is enabled can be toggled using keyboard operations.

Visualizing changes in the feature values for the entire section is undesirable if
the acquired motions include motions that are super�uous compared with those
originally intended to be con�rmed. There may also be cases in which the user
wishes to con�rm the changes in features only in some sections. In such cases,
this system provides a function that allows the user to change the visualization
section freely through keyboard operations.

4 Spatial Volume Generation

Fig. 2: Method of surface generation
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This section describes our method for simultaneously visualizing the changes in
position p and movement speed v of one body part in the visualization section
of one motion as a spatial volume along the trajectory of the body part, the
radius r of which changes depending on the movement speed. The positions of
the body parts in each frame of motion are computed using forward kinematics.
The movement speed is calculated by dividing the distance moved in one frame
by the time interval between the frames of motion. In this study, the user selects
one of the major body parts (hand, foot, chest, waist, or knee), and volumes
are generated for each motion at that site. To add time information, we change
the color of the volume for 1

10 frames in the motion visualization section. The
volume generated from the expert motion is changed from teal to blue, and that
generated by the beginner motion is changed from yellow to red.

To generate a volume surface along the trajectory of the part with a radius
r, it is necessary to generate a set of vertices of the surface P in the range
perpendicular to and r away from the trajectory. Therefore, P is calculated
using the radius r and two vectors vecu and vecv perpendicular to the movement
vector between frames and perpendicular to each other, respectively. That is,

P = r(ucosθ + vsinθ), (1)

where the range of θ is 0 ≤ θ < 2π, and in this study, p, the number of point
clouds Pi generated from each frame, is set to 30. The radius ri of the volume
at each time point is calculated as follows:

ri = rmin + cvi, (2)

where rmin is the base value of the radius and c is a constant for adjusting the
radius. In this study, the volume is generated as rmin = 0.05f and c = 0.025f .
A radius adjustment method is available in which the maximum and minimum
changes in the radius are standardized for all parts. However, this method reduces
the visibility of the generated volumes for body parts with short trajectories, such
as the chest and waist; therefore, we do not use this method in this study.

Anomalous movement speeds or �ne �uctuations in trajectories can cause
the shape of the volume to become uneven. Therefore, we perform two pre-
processing steps. Before determining the radius using Equation (2), we replace
vi that satis�es vi < vm

2 or vi > 2vm with vm, where vm is the average value
of the movement speed in the previous and subsequent frames. The trajectories
are smoothed by averaging the positions of the three frames. To generate the
surface of the volume, we do not use a surface generation method such as the
marching cubes method [8]. Instead, we use a simple method in which the surface
is constructed using triangular polygons with vertices speci�ed from a point
cloud. The sides of the volume are generated by specifying p points generated
from the ith and i+ 1th frames, as shown in Figure (2). The faces closing both
ends of the volume are generated as regular p-sided polygons with vertices that
are the points generated in the �rst and last frames.
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5 Flat Arrow Generation

This section describes our method for simultaneously visualizing the changes
in 3D orientation vx,vy,vz and rotational speed r of one body part in the
visualization section of one motion as �at arrows with a size that changes with
the rotational speed. We also explain the setting of appropriate drawing intervals
and adjustment of the number of drawings according to the viewpoint, which is
performed to improve the visibility.

5.1 Generation of Arrows

(a) Arrow (b) Orientation in front of (blue), above
(green), and left of (red) the body part

Fig. 3: Correspondence between arrows and orientation of body part.

(a) Front (b) Back

Fig. 4: Distinguishing the face of the arrow with a black triangle.

The three orientations of the arrow tip, surface, and left side of the surface
represent the front, top, and left orientations of the body part in the initial
T-stance pose, respectively. The arrow is generated as a polygon consisting of
six vertices, as shown in Figure (4), and the standard values of its height h
and width w are set to h = 0.12f and w = 0.08f , respectively. To distinguish
between the front and back surfaces, a black triangle with standard height and
width values of 0.05f is marked on the back side, as shown in Figure 4(b). To
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add time information, the color of the arrows is gradually changed from the
beginning to the end of the visualization section based on the number of arrows
generated. The target parts for arrow generation and the colors used are the
same as those described in Section 4.1. To calculate the rotational speed r, our
method uses Rodrigues' rotation formula to calculate the rotation angle θ of a
part in a frame. That is,

θ =
M00 +M11 +M22 − 1

2
(3)

where M is a 3 × 3 rotation matrix representing the rotation between frames,
which is computed using forward kinematics. Then, r is calculated by dividing
θ by the time interval between frames of motion. Because the amount of change
in the rotational speed varies signi�cantly among parts, it is necessary to adjust
the size of the arrows. Therefore, our method normalizes the arrow size si by
using the minimum arrow size smin and larger of the maximum values of the
rotational speeds of the part in the two input motions, rmax, as follows:

si = smin +
ri

rmax
smin. (4)

5.2 Adjusting the Drawing Interval

(a) Before adjustment (b) After adjustment

Fig. 5: The result of adjusting the number of arrows drawn depending on the
viewpoint.

If the drawing interval is too narrow or wide, the visibility will be poor. There-
fore, our method solves these problems by drawing arrows when the amount of
rotation meets the threshold value tr. When the range does not meet the thresh-
old value, the arrows are drawn when the distance traveled meets the threshold
value tv. The amount of rotation tr is the sum of the rotation angles for several
frames, and the arrows indicate tr = 0.45f and tv = 0.3f .

In addition, as shown in Figure 5(a), if multiple arrows in the same direction
overlap in succession, the visibility will deteriorate. Therefore, in this method,
the distance between arrows is adjusted according to the viewpoint, as shown
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in Figure 5(b). To achieve this, we de�ne the intersection of the lines connect-
ing both ends of the arrow as the representative point of the arrow. Then, if
the distance between the representative points of adjacent arrows in the screen
coordinate system is less than the threshold td and the angle between the two
arrows is the threshold θt, the arrow with larger distance between the origin
point of the arrow and the camera in the world coordinate system is removed.
In this study, we set td = 20.0f and θt =

π
18 .

6 Experimental Results

6.1 Feature Grasping and Comparisons

We conducted experiments to evaluate the usefulness of this technique for grasp-
ing the motions of body parts. We con�rmed whether the user could grasp
changes in the features of body parts in a motion from spatial volumes and
arrows, and whether the user could grasp the di�erences between two motions
by comparing them. We applied our method to tennis shot forms of beginners
and experts. We also applied our method to the batting motion of an expert
baseball player and conducted an experiment to determine whether complex ro-
tations could be understood from the state of the arrows. For these experiments,
we prepared the motions of a beginner with a similar physique to that of an
expert. The motion interval was from takeback to follow-through. The motions
of a tennis forehand shot were captured using an optical motion capture system
[9], and the motions of baseball batting were captured using an inertial motion
capture system [10].

We present the results of generating volumes that visualize changes in the
position and movement speed of the right hand during tennis forehand shots by
an expert and a beginner. We also present the results of generating at arrows that
visualize the changes in the 3D orientation and rotational speed of the waist and
chest in the same forehand shot motions, and the right hand in baseball batting.
In addition, the postures at the moment of motion impact are shown in these
visualization results.

Visualization Results for Tennis Forehand Shots As shown in Figure
6(a), the radius of the volume of the expert motion increased rapidly directly
before impact, whereas the radius of the beginner motion in Figure 6(c) changed
slowly throughout the motion. This is also observed in the shapes of the graphs
in Figures 6(b) and 6(d). We also observe that the height of the starting point
of the volume was lower than that of the expert. From these, we can infer that
the beginner did not swing the racket strongly directly before the moment of
impact, and the position of the right hand at takeback was low. Based on this,
beginners can modify their motion by swinging the racket harder directly before
impact and raising their right hand higher at takeback.

Observing the size of the arrows at the waist in Figures 7(a) and 7(c) reveals
no signi�cant di�erence overall, with both motions rapidly increasing directly
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prior to impact. However, it can be observed from Figures 8(a) and 8(c) that the
sizes of the arrows of the beginner's motion decreased around impact, whereas
those of the expert remained large. This can also be observed in Figures 7(b),
7(d), 8(b), and 8(d), which show the changes in the rotational speed at each site.
In addition, while the orientation of the two parts was almost the same in the
expert's motion, the chest was facing more to the left than the waist in that of
the beginner. Furthermore, it can be observed from Figures 8(a) and 8(c) that
the orientations of the chest arrow at the beginning and end of the visualization
section were more to the left in the beginner's motion than in the expert's one.
From the above, it can be observed that there were problems in the beginner's
motion: the chest rotation speed decreased directly before impact, the upper
body twist at takeback was small, and the upper body twisted back too much at
the moment of impact and follow-through. Based on the information obtained,
beginners can modify their own motion by being aware of a greater body twist
at takeback and directly before impact, not slowing down their chest rotational
speed, and not twisting the body back too far. In this connection, no changes in
the direction of the chest or waist were observed, other than toward the front,
in either motion.

The same information can be observed from Figures (6), (7), and (8), which
show the results of similar visualizations for di�erent movements of the same peo-
ple. In addition, the visualization results from the other motions show changes
in the feature values and di�erences between motions. According to these re-
sults, this approach is e�ective as a practice method for beginners to imitate the
motions of experts.

(a) Volume (right hand, expert) (b) Movement speed (expert)

(c) Volume (right hand, beginner) (d) Movement speed (beginner)

Fig. 6: Visualization results of changes in the movement speed of the right hand.
The posture and red line in the graph are for the moment of impact.
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(a) Arrow (waist, expert) (b) Rotational speed (expert)

(c) Arrow (waist, beginner) (d) Rotational speed (beginner)

Fig. 7: Visualization results of changes in waist orientation and rotational speed.
The arrows with thick outer frames and red line in the graph are for the moment
of impact.

(a) Arrow (chest, expert) (b) Rotational speed (expert)

(c) Arrow (chest, beginner) (d) Rotational speed (beginner)

Fig. 8: Visualization results of changes in chest orientation and rotational speed.
The arrows with thick outer frames and red line in the graph are for the moment
of impact.
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(a) Volume (right hand, expert) (b) Volume (right hand, beginner)

(c) Arrow (waist, expert) (d) Arrow (waist, beginner)

(e) Arrow (chest, expert) (f) Arrow (chest, beginner)

Fig. 9: Comparison of visualization results for di�erent movements of the same
people.

Visualization Results for Baseball Batting To con�rm whether the method
is also e�ective for movements with complex orientation changes, we applied it
to the right hand, which rotates in a twisting direction during the baseball
batting motion of a skilled baseball player. To con�rm this, the visualization
section was changed to from the point at which the twisting rotation began to
the moment of impact, which was the endpoint. To improve the visibility, a stick
�gure representing the posture is not displayed. Note that the tip of the arrow
represents the direction from the center of the palm towards the thumb; that is,
the direction of the tip of the bat, and the surface represents the palm direction.

It can be observed from Figures 10(a) and 10(b) that this movement began
to rotate in a twisting direction directly before the moment of impact and the
direction of the tip of the arrow changed from vertically upwards to counter-
clockwise when viewed from both the side of the hitting point and the side of
the ball's traveling direction. From this, we can infer that the expert rotated
the bat, which was pointing vertically upwards from the expert's perspective,



12 Tomoya Shiokawa et al.

(a) Hitting point side (b) Side of ball direction of travel

Fig. 10: Arrow generation results for rotation in the twisting direction. (a) The
cyan sphere indicates the start of the visualization section, and the blue sphere
indicates the end.

clockwise around the grip end of bat directly before impact, rotating it into a
position where it could meet the hitting point. This con�rms that our method
can possibly be used to understand torsional rotations. However, the number
of motions obtained was small; therefore, it could not be su�ciently validated.
Thus, it is necessary to apply this method to a larger number of motions and
con�rm its usefulness for complex rotations such as torsional rotation.

6.2 Discussion

In this section, we explain the problems associated with our methods and discuss
future challenges. First, when these methods are applied to body parts that
move back and forth within the same range, the volumes and arrows overlap,
resulting in poor visibility. To solve this problem, our system makes it possible
to change the visualization section; however, if there are many back and forth
movements, it is necessary to change the section �nely and visualize it, which is
time consuming. As such, a future challenge will be to make it possible to handle
the movements of body parts that move back and forth in the same range.

In addition, our method smoothed the position and movement speed to make
the surface of the volume smooth, but its shape remained bumpy. Consequently,
it may be di�cult to grasp how the features change. To generate the surface, we
used a simple method of generating triangular polygons by specifying vertices.
However, if the vertices are not properly speci�ed, the shape of the volume will
become distorted. Therefore, it is necessary to apply more e�ective smoothing
and surface generation methods.

Furthermore, users may overlook these di�erences when comparing the vol-
umes and arrows generated for each input action. Hence, it may be necessary to
devise a method to visualize the di�erences in the changes in features and make
them easier for users to understand.
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7 Conclusion

We have proposed a method for visualizing changes in the features of body parts
using the spatial volume and �at arrows. Our method simultaneously visualizes
the changes in the position and movement speed of a body part by generating
a volume along the trajectory of the body part, the radius of which changes ac-
cording to the movement speed. In addition, we simultaneously visualize changes
in the 3D orientation and rotational speed of the body part by generating �at
arrows, the size of which changes according to the rotational speed. Our method
can help users to understand how to move body parts and the di�erences between
their own and expert motions. In the future, we plan to expand these methods
by supporting parts that move back and forth within the same range, improv-
ing the smoothing process and surface generation method when generating the
volume, and improving the visualization method.
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