
Motion Generation Using Combination of Motion Graphs 
and Key Pose Selection With Statistical Models 

Shuntaro Kono, Kunio Yamamoto, and Masaki Oshita 

Kyushu Institute of Technology, 680-4 Kawazu, Izuka-shi, Fukuoka, 820-8502, Japan 

Abstract. In computer animation, generating motion is difficult. There is a need 
for a technology to generate actions by reusing motion data in animation and 
game production. In this study, we develop a system that allows users to gener-
ate motions interactively by specifying the types of motions and detailed fea-
tures based on existing motion data. Because there is no need for new motion 
capture, this system is useful for quickly creating animation prototypes. The 
idea of the system is to map key postures in motion to a latent space such that 
the user can control the posture used for motion generation. Furthermore, de-
tailed posture features can be specified interactively if necessary. The set of 
original motions and key postures in the motion are input in advance. At 
runtime, the user specifies the types and characteristics of the motions. A mo-
tion graph is used to generate and output the motions. We created a prototype of 
the system and confirmed that it can generate motions by specifying key pos-
tures. 
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1 Introduction 

In animation and game production, motion data are generally acquired through mo-
tion capture, which is costly and time consuming. Reusing existing motion data to 
generate motion would be more efficient. The system developed in this study is par-
ticularly effective for generating continuous motions in animation and game produc-
tion, and for quickly creating prototypes of character motions. Sequential motions are 
those in which multiple types of actions, such as fighting and dancing, are performed 
sequentially. The method using motion graphs [1] has a problem in that the user can-
not generate motions by specifying the front and back postures. The deep learning 
method [2,3] requires the user to create and provide a posture as a constraint condi-
tion. The purpose of this study was to develop a system that allows users to generate 
motions interactively by specifying the type and characteristics of the motion. 

The pre-input for this system is a set of motions and the user-specified time of a 
key posture during the motion. The runtime input comprises the type and characteris-
tics of the actions specified by the user. The outputs are the motions generated by the 
user operations. 



2 

The issue whereby users cannot generate motions by specifying the front and back 
postures in the method of [1] using motion graphs is solved by mapping the key pos-
tures in the original motion to the latent space so that users can select a posture from 
among them and map that posture to an edge in the motion graph. The issue of the 
user having to create and provide a posture as a constraint condition in the method of 
[2,3], which uses deep learning, is solved by selecting a key posture to be used for 
motion generation from the candidate postures displayed in the latent space, and by 
specifying additional detailed features of the posture as needed so that the constraint 
conditions can be provided intuitively. 

A motion graph is created from a set of pre-input motions. From the set of pre-
input motions and times of the key postures, the key postures are obtained and 
mapped to a two-dimensional latent space for each type of posture using the multidi-
mensional scaling method. The key postures are mapped to the edges of the motion 
graph. When a user selects a key posture from the latent space, the system finds the 
corresponding edge in the motion graph, searches for the path to the edge correspond-
ing to the previous key posture, and uses it for motion generation. 

In this study, we created a prototype and generated motion. We confirmed that the 
motion graph could generate motions by specifying key postures in the latent space. 
We demonstrated that the prototype system can be used as an interface for users to 
select a key posture by mapping the key posture using a statistical model. We also 
confirmed that the motion graph can be used to generate motions based on the key 
postures specified by the user. As an issue to be addressed before the final version of 
this system is created, we will map each type of key posture so that users can select 
detailed features as conditions when selecting a key posture. In addition, it should be 
possible to select a key posture while viewing the position where the motion is actual-
ly generated. 

2 Related Work 

Kovar et al. [1] proposed a method called motion graph, which reconstruct motion-
captured motion data and synthesize new motion data. When motion-captured motion 
data are input, an effective graph known as a motion graph is constructed automatical-
ly. The nodes in the motion graph are the selection points for the transitioning motion, 
whereas the edges are fragments of the original motion data. When the user enters 
conditions such as the type of motion to be generated and the position and orientation 
of the character, the paths in the motion graph that satisfy these conditions are 
searched and the motion is generated. However, this method does not allow users to 
control the specification of motions and postures interactively. This research aims to 
solve this problem by providing an interface that allows the user to control the motion 
interactively. 

Qin et al. [2] proposed a method for generating behavior transitions using two 
Transformer encoder-based networks, given multiple context frames and one target 
frame. Tang et al. [3] proposed a method for generating motion transitions using mo-
tion manifolds and conditional transitions. Li et al. [4] proposed a method to generate 
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a variety of motion data from existing motion data by performing multi-step motion 
matching. Starke et al. [5] proposed a method that uses deep learning to generate tra-
jectories of various future motions from trajectories of past motions. These trajecto-
ries are added, overwritten, and mixed to create layers of animations and generate 
trajectories of future motions. Our study uses motion graphs for motion generation. 
By using motion graphs, it is possible to output a sequence that combines motion data 
that matches part of the original motion data and satisfies the posture given as a con-
straint condition. These conventional methods using deep learning and motion match-
ing have a wide range of motions that can be generated. In contrast, the method using 
motion graphs does not require specific specification of the posture, although it is 
difficult to specify the posture specifically, and the position and orientation of the 
posture can be determined automatically. 

Choi et al. [6] developed a system that allows users to view the overall movement 
by having the system display a stick figure generated from a database. Users can 
search for movements from the database of movement data by drawing a stickman. 
The search results are updated while the user is drawing the stick figure, allowing for 
interactive searching. Although a stickman alone does not provide information about 
the overall motion, the idea is proposed to solve this problem by placing the stickman 
on a two-dimensional space corresponding to the scene in which the motion was cap-
tured. Sakamoto et al. [7] proposed a method to display postures in motion data on a 
motion map. By selecting the posture, the user can obtain a part of the motion data by 
specifying the postures in order. The motion map uses a self-organizing map. In this 
study, we use a multidimensional scaling method to map the posture to a two-
dimensional latent space. 

Zhang et al. [8] proposed a method for generating motion using Vector Quantised-
Variational AutoEncoder (VQ-VAE) and Generative Pretrained Transformer (GPT). 
Guo et al. [9] proposed a method for sampling motion lengths from input text and 
using time-variant autoencoders to generate a variety of motion data of the sampled 
lengths. It is able to capture the local context of actions and generate actions that are 
faithful and natural to the input text. The method for generating actions from these 
texts is based on the input texts ``A man rises from the ground, walks in a circle and 
sits back down on the ground.'' or ``Someone is walking forward and holding a hand-
rail very carefully, as if they are afraid of failing.'' Although it is easier to specify 
actions using text for motion generation, it is not possible to specify actions in as 
much detail as with methods using deep learning or motion graphs. 

Arikan and Forsyth [10] proposed a method that uses motion graphs to generate 
multiple actions that satisfy multiple given constraints and gives them as choices. The 
constraints given by the user are the length of the motion, the position and orientation 
of the body in a particular frame, a particular state of the joints (e.g., head, hands) in a 
particular frame, or the posture of the entire body in a particular frame. 
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Fig. 1. Interface. 

3 Proposed Method 

3.1 Key Posture Selection Using Statistical Models 

The system developed in this study can be employed to reuse existing motions and to 
create new motions while controlling them. As shown in Fig. 1, this method maps the 
key postures in motion to a latent space. Users can control the type of motion generat-
ed by selecting a posture from the latent space. Detailed posture characteristics can 
also be specified if necessary. This allows the user to see which movements and pos-
tures are included in the system in the latent space, which is useful for controlling the 
movements to be generated. 

3.2 System Overview 

The overview of the system is shown in Fig. 2. The inputs are divided into two cate-
gories: pre-input and runtime input. The pre-input of the system is a set of actions and 
the times of key postures during these actions. The runtime input comprises the type 
and characteristics of the actions specified by the user. The output is a single behavior 
generated by the operation of the user. 

For example, let us assume that this system is used to generate actions in an anima-
tion in which fighting actions are performed. It is assumed that the output actions 
perform a punch, kick or guard against an opponent's attack. Therefore, examples of 
input motions are stance, forward, backward, punch, kick, and guard. Each type of 
motion should contain at least 10 key postures so that the user can select one of them 
as a candidate for motion generation. 
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Fig. 2. System overview. 

3.3 Interface 

Once the set of movements and time of the key posture are pre-input, a latent space is 
created for each type of key posture, as shown in Fig. 1. Users can select a posture in 
the latent space to obtain an approximate posture for the entire body. 

Next, if the user wishes to specify a detailed posture, a posture can be selected in 
two manners. First, as shown in Fig. 3, multiple postures close to the posture specified 
in the latent space are displayed in the three-dimensional (3D) space, and a posture 
can be selected from among them. 

The second method, as shown in Fig. 4, is to specify a position and orientation in 
3D space, and postures close to these conditions are displayed in 3D space and latent 
space, from which a posture is selected. The same posture is visually represented in 
the same color. 

3.4 Statistical Model Mapping 

The key postures are obtained from the times of the key postures during the pre-input 
motion. These postures are mapped to a two-dimensional latent space for each posture 
type using a multidimensional scaling construction method. 

The similarity between the two mapped postures is determined using the posture 
distance. The posture distance is obtained as follows: 

 𝐷 ൌ min
ఏ,௫బ,௭బ

Σ௜ ቚห𝒑௜ െ 𝑻ఏ,௫బ,௭బ𝒑௜
ᇱหቚ

ଶ
 (1) 
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Fig. 3. A method of displaying multiple postures in 3D space that are close to a specified pos-
ture in potential space and selecting a posture from among them. 

 

Fig. 4. When the position and orientation are specified in 3D space (red arrows in the figure), 
postures close to these conditions are displayed in 3D space and potential space, and  a posture 

can be selected from among them. 

where 𝐷 is the posture distance, 𝑖 is the joint number, 𝒑 is the joint position of the 
first posture, and 𝒑′ is the joint position of the second posture. The second posture is 
deformed so that the posture distance 𝐷 between the two posture is minimized. The x-
axis displacement of this deformation is 𝑥଴ and the z-axis displacement is 𝑧଴. The 
amount of rotation around the y-axis is 𝜃. 
  



7 

 

Fig. 5. The motion graph is used to generate motion from the key postures selected in the latent 
space. Suppose that the key postures selected by the user are red, yellow, green, and blue, in 

that order (left). The edges on the motion graph that contain these key postures are found 
(right). A path (red path) that connects these edges in the shortest possible time is determined 

and used for motion generation. 

3.5 Motion Graph-based Motion Generation 

Based on the time of the pre-input key posture, the key posture is mapped to the edge 
in the motion graph in which it is contained. The edges of the motion graph corre-
sponding to the key postures selected by the user are determined. The path that con-
nects these edges in the motion graph in the shortest time is found. The motions cor-
responding to the edges in the path are generated in that order. This process is shown 
in Fig. 5. 

 

Fig. 6. Operation screen. 
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Fig. 7. Potential space generated by operation verification. 

4 Experiments and Evaluations on Prototypes 

A prototype of the system was created. The user can specify two postures, and the 
system generates movements between them. The function for specifying detailed 
postures has not yet been implemented, and the user specifies the posture that he/she 
wishes to use directly from the latent space. The prototype operation screen is shown 
in Fig. 6. The latent space is displayed in the upper right corner and the motion graph 
in the lower right corner. 

To verify the system operation, 71 s of fighting movements were input, including 
six types of movements such as stance, punch, kick, and guard. A total of 72 key pos-
tures were used as inputs. The motion graph generated by the system had 74 nodes 
and 245 edges. The results of the mapping to the latent space are shown in Fig. 7. 

By verifying the operation, the prototype could specify the starting and ending pos-
tures and generate motion. Table 1 shows the relationship between the specified pos-
ture and generated motion. The specified posture and generated motion are shown in 
Fig. 8. Although the current prototype maps all key postures to a single latent space, it 
is useful for specifying postures because it allows us to determine approximately 
which region in the latent space corresponds to which posture. If the latent space is 
mapped separately for each type of key posture in future implementations, the distri-
bution of key postures is expected to be understood in more detail. One problem is 
that the generated movements include unspecified movements. This can be improved 
by providing a motion input of sufficient length and performing a motion graph 
search for the path with the shortest motion playback time. 

Table 1. Operation verification result. 

Motion Start End Generated motion 
1 Punch Guard Punch, Backward, Kick, Forward, Guard 
2 Guard Kick Guard, Punch, Kick 
3 Stance Punch Stance, Punch, Guard, Kick, Forward, Punch 
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Fig. 8. Operation verification result. The motions are the same as in Table 1: motion 1 (top 
row), motion 2 (middle row), and motion 3 (bottom row). The left and right are the start and 

end times, respectively, whereas the time in between is the time during the generated motion. In 
each frame of the image, the green character in the far left is the starting posture specified by 

the user, the red character in the center is the ending posture specified by the user, and the char-
acter in the front right is the posture during the generated motion. 

5 Conclusion 

Using motion graphs and statistical models, we developed a system that can reuse 
actions to generate actions that can be controlled by users. A prototype of the system 
was developed and we confirmed that users can efficiently specify postures by map-
ping postures in motion to a latent space and visualizing them. One problem is that 
the generated motions sometimes include motions that are not specified.  If the input 
motion is not sufficiently long, the motion graph will have a sparse structure and few-
er candidate paths will be explored; therefore, transitions between two key postures 
will need to go through another posture. A simple solution is to provide a sufficient 
length of motion data for the input and to change the threshold for how similar pos-
tures should be grouped into a single node when constructing the motion graph. 
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